
Evaluating Case-Based Reasoning Knowledge

Discovery in Fraud Detection

Adeyinka Adedoyin, Stelios Kapetanakis, Miltos Petridis, and Emmanouil
Panaousis

University of Brighton
{a.adedoyin,s.kapetanakis,m.petridis,e.panaousis}@brighton.ac.uk

Abstract. The volume of banking transaction has increased consider-
ably in the recent years with advancement in �nancial transactions pay-
ment methods. Consequently, the number of fraud cases has also in-
creased, causing billion of dollar losses each year worldwide, although
from Literature, there has been substantial work in the domain of fraud
detection by both the industry and academia's. Despite the substantial
work, there are few researches in applying case-based reasoning (CBR)
approach in the context of detecting Financial Fraud. In this paper we
aim at evaluating the performance of CBR in Identifying fraudulent pat-
terns among �nancial transaction by comparing it with logistic regression
(LR) and neural network (NN) which are often used in many related
work. To evaluate our approach simulated data, based on a sample of
real anonymous transaction provided by a bank was used and the re-
sult shows that LR outperformed NN and CBR model, with a steady
increase in precision, sensitivity and speci�city as the percentage ratio
for the training and test data were varied. This was due to the linearity,
fuzziness and presence of uncertainty in the sampling dataset. There-
fore, we can reach a conclusion that part of the possible reasons why
there are few research in applying CBR to the context of detecting �-
nancial fraud patterns may be due to incomplete information, fuzziness
and uncertainty in the available data sets used for experimentation.

Keywords: Fraud Detection, Case-Based Reasoning and Multi-intelligent sys-
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1 Introduction

Financial Fraud exists for a long time and it can take an unlimited variety of
forms. Consequently, with the fast growing channels of banking which have made
it easier for us to communicate and carry out �nancial transaction with conve-
nience, the number of fraud cases has also increased, causing billion of dollar
losses each year worldwide [1]. Over the past few decades, �nancial institutions,
government and international organization have made corresponding laws, reg-
ulations and used advanced methods to prevent and monitor such fraudulent



activities. However, most of them seems to be faint as these channels of bank-
ing and fraud detection methodology evolve; perpetrators have become more
sophisticated in tandem with these improvements [2].

Furthermore, with technological advancement in the channels of banking,
the �nancial transaction dataset production, collection and storage has dramat-
ically increased in dimension. These dataset(s) are increasing in dimension in
three ways: (i) the number of records in the database, (ii) the number of �elds
or attributes associated with a record, (iii) the complexity of the data itself. How-
ever, extracting pertinent knowledge from such complex databases in a search
for fraudulent activities calls for or requires more than mere novelty of statisti-
cal model, to the use of fast and e�cient Arti�cial Intelligence Techniques [3].
Traditionally in the past, statistical tools such as univariate statistical models,
Multiple Discriminant analysis, Linear Probability Models, Logistic Regression
and Probit analysis have been applied to �nancial fraud detection for years.
These methods have been proven to be e�ective with small sample sizes and
when theory or experience indicates an underlying relationship between depen-
dent and predictor variables [4]. In addition, these statistical models do require a
few assumptions and are usually constrained by their demand for data linearity,
which makes it fairly di�cult to process massive and complicated data. However,
to get rid of some of these cumbersome requirements of statistical methods pro-
fessionals both in the industry and academics in related �eld have adopted more
alternative Arti�cial Intelligence methods such as Neural Networks in [5], Data
Mining Techniques [6], and Genetic Algorithm [7]. "These techniques, although
common and quite widely used do present some hard to avoid downsides" [8].

Case-based reasoning an emerging technology has grown from rather spe-
ci�c and isolated research area to a �eld of widespread interest [9]. However,
there are few research in applying these technique in the context of detecting
�nancial fraud patterns. According to Kapetanakis et. al. [8] the possible rea-
sons may be the focus of the relevant literature on optimising existing approach,
lack of maturity of CBR research with reference to the transaction application
scope and lastly, the established view of Financial Fraud Detection problem as
one seeking precision optimisation, rather than seeking new ways of identifying
and representing activity patterns. This provides motivation for exploring the
performance of CBR methodology in �nancial fraud detection.

The contribution of this paper is to evaluate the performance of CBR as
a knowledge discovery tool in Identifying fraudulent patterns among �nancial
transaction. The remainder of this paper is structured as follows: Section 2 will
give an overview of related work; Section 3, explains the methodology followed
throughout this research and Section 4, will present the experimental results.
Finally, Section 5 concludes this by summarising the outcomes and future work.

2 Related Work

Arti�cial intelligence (AI) techniques have been successfully applied to fraud
detection and credit scoring, and the �eld of AI has applied to the �nancial



domain is both well-developed and well documented. As an emerging method-
ology, case-based reasoning (CBR) is making a signi�cant contribution to the
task of fraud detection. CBR systems are able to learn from sample patterns of
credit card use to classify new cases, and this approach also has the promise of
being able to adapt to new patterns of fraud as they emerge [10]. As applied to
the �nancial domain, CBR systems have a number of advantages over other AI
techniques such as a reduction in knowledge-elicitation e�ort from complex and
complicated transaction situations, the ability to learn by acquiring new cases
over time without having to add new rules or modify existing ones, and the
ability to provide justi�cation by o�ering past cases as precedence rather than
justifying a solution by showing a trace of the rules that led to decision [11,12].

Kapetanakis et. al. [8], applied CBR Financial Transactions Intelligent Mon-
itoring System (named CBR-FTIMS) to demonstrate the use of a CBR work-
�ow approach in identifying abnormal �nancial transactions. They showed that
CBR and work�ow representation can be applied successfully over a case base of
transactions, where classi�cation has been applied in advance, and contribute to
the ranking of an unknown cluster of cases. However, applying simpli�ed CBR
generates high number of false positive alarm.

Cheol-Soo et. al. [13], proposed an analogical reasoning structure for feature
weighting using a new framework called the analytic hierarchy process (AHP)-
weighted k-NN algorithm. The AHP-weighted k-NN algorithm use hierarchical
or network structures to represent a decision problem and then develop priorities
for the alternatives based on the decision maker's judgements throughout the
system. This addresses the issues of how to structure a complex decision problem,
identify its criteria (tangible or intangible), measure the interaction among them
and �nally synthesize all the information to arrive at priorities, which depict
preferences. The proposed AHP weighted k-NN model was used to perform an
intelligent system for bankruptcy prediction. The proposed AHP weighted k-NN
algorithm achieved classi�cation accuracy higher than the pure k-NN algorithm.
However, the CBR modeling is not su�cient, since techniques with multi-step,
meta-reasoning are required.

Wheeler et. al. [10], applied a Multi-agent Case-based reasoning approach
to the problem of reducing the number of �nal-line fraud investigation in credit
approval process. From the results, the adaptive CBR algorithm was found to
have the best performance, and these results indicate that an adaptive solution
can provide fraud �ltering and case ordering functions for reducing the number
of �nal-line fraud investigations necessary. However the model needs to be tested
with similarly complex data sets from other real world domains.

3 Proposed Approach

This section will describe the methodology adopted for this study in terms of the
classi�cation models used, experiment data and it's processing. According to the
�ndings of related research, neural networks (NN) and logistic regression (LR)
are often used in many banking related knowledge discovery fraud activities.



This has given them a well established popularity and ability to be used as a
control method by which other techniques are tested [14].

3.1 Logistic Regression

Logistic regression technique is a widely used statistical model used in solving
diverse classi�cation algorithm problems. It has been widely applied in di�erent
domains and it is used for modeling the relationship between a categorical out-
come variable(s), which is usually dichotomous, such as a credit card transaction
being fraudulent or non-fraudulent and a set of predictor variables [15].

Let yi be the dependent variable with outcome yi = 1 (for fraudulent trans-
action), probability Pi and yi = 0 (non-fraudulent transaction) with probability
1 − Pi . The probability Pi is then modeled in relation to the predictor vari-
ables. Therefore, relating the logistic regression model to the probability that a
transaction is fraudulent:

logit(Pi) = β0 + β1x1i+ β2x2i+ . . .+ βkxki (1)

Where x1, x2, . . . . . . , xk are the predictor variables and Pi is the probability
that a transaction is a fraudulent yi = 1. β0 is a constant and β1, β2, . . . , βk are
coe�cients of the dependent variables yi. i is the number of observed cases in
the dataset.

Transforming Pi:

logit(Pi) = log

[
Pi

1− Pi

]
(2)

The regression coe�cients βk are derived by means of Maximum likelihood
estimation (MLE).

3.2 Neural Network

Neural network (NN) is an adaptive system that is designed to model the way
in which the human brain performs a particular task or function of interest us-
ing electronic component or software simulation. NN topologies are made up of
neurons, which are linked together in layers with modi�able weighted intercon-
nections. It also has the ability to modify its topology which is motivated by the
fact that the human brain can die and new synaptic connections can grow [16].
In this study, Multilayer Perceptron (MLP) architecture and error backpropa-
gation algorithm was applied to minimize the error at output network and to
compute the error for the experiment sigmoid function was applied. In a MLP
experiment the number of hidden layers and neurons in each layer has signi�cant
in�uence on the performance of network. When a small number of nodes is used,
it makes it insu�cient in generating a generalize rules for the training sample,
while more number of nodes in the hidden layer increase the power and �exibil-
ity of the network for identifying a complex patterns. However, an overly large
hidden layer leads to over �tting and memorizing the training set [17]. In order



to determine the number of hidden neurons, experiments with various values of
neuron was carried out and the neuron yielding the best accuracy was then used
for evaluation of the test set. The weights during the experiments were generated
randomly between the range [−1, 1] and the termination criteria used was two
hundred and �fty iterations of the network. Once the termination criteria is met
the training stops and the network is tested with the test data.

3.3 Case-Based Reasoning

Case-based reasoning methodology can be used as a classi�cation technique;
it classi�es an unlabeled case by retrieving closely matching labelled cases and
reusing their labels. In the study we use the k−nearest neighbor (k−NN)instance-
based learning for the case classi�cation. The k−NN requires de�ning the case
representation and the similarity function, which may employ algorithms for fea-
ture selection or weighting [18]. In order to compute the similarity between the
input dataset and previously experienced case instances, three (k = 3) neighbor-
ing datasets were chosen and the distance metrics was de�ne using Euclidean
distance.

D(x, y) =
√∑

w(xi − yi)2 (3)

Where D is the Euclidean distance between the new case xi and retrieved
similar case yi from the training dataset. While w is the weights, it represents
the importance of the attributes for comparing the two cases. The weights for
the attributes can be standardized and represented as numerical values between
0 and 1. However, in this study the weights are assumed to be normalized and
are of equal importance.

3.4 Experiment Dataset

Generally, there are no publicly available data sets for studying fraud detec-
tion within the �nancial service sector. Obtaining real data from companies
for research purposes is almost impossible due to legal, corporate policies and
competitive reasons. However, researchers in the past circumvented theses avail-
ability problems by simulating data which matches closely to actual data. Barse
et. al [19] justi�es that synthetic data can train and adapt a system without
any data on known frauds, variations of known fraud and new frauds can be
arti�cially created, to a speci�c environment. The proposed approach was tested
using a simulated dataset known as BankSim by [20]. The BankSim is a Bank
payment Simulation, based on a sample of aggregated transaction data provided
by a bank in Spain. This data contains several thousand logs of transaction data
covering six months, from November 2013 to April 2013. The aggregated data
was obtained by using three types of queries: (1) Consumption habits; (2) Cus-
tomer classi�cation and origin; and (3) Source of Transactions. The simulation
generated 587,443 normal and 7,200 fraudulent transactions, with total amount
of stolen money summing up to around 3.8 million Euros which corresponds to
17% of the total amount of payments. The data set is highly imbalanced, with
ratio of 98.78% : 1.21% non-fraudulent to fraudulent transactions respectively.



3.5 Data Pre-processing

To be aligned with the literature, we selected the most popular features in our
sampling dataset.The data contains some missing values and outliers; the missing
values were generated using classi�cation and regression tree algorithm (C&RT )
with 50% of the sample size. To optimise the performance of the models, 10-
fold cross validation was applied to the data set and all the three classi�ers
were experimented. The data sets were partitioned into training set for training
the model and test set for testing the model. The percentage of the training
and testing data was varied in order to study the variations of performance
caused by changing the ratio of training to testing partitions of the dataset.
For the selection of samples in training the percentage of each class was balance
statistically, while for testing portions the percentage of each class in each portion
is preserved. The training and testing portions used were in these ratios 10:90,
30:70, 50:50, 70:30 and 90:10. The average error for all the ten folds was computed
and the performance of each model was measured by using the performance
metrics mentioned in the next section.

4 Results and Evaluation

The performance of computational intelligent systems can be measured in many
di�erent ways such as absolute ability, probability of success, visual mediums
and more. A number of these performance metrics were identi�ed from literature
[14]. Accuracy and Area Under Curve (AUC) are among the most widely used
classi�er performance evaluator, however they are not adequate enough for fraud
detection problems where there is signi�cant class imbalance between the non-
fraud and fraud cases [17]. In the study, since part of the aim is to reduce the
number of �nal line case investigation by the investigator, true positive and false
positive rate metrics was adopted. In order to balance the trade-o� for the class
imbalance sensitivity, speci�city and precision was also used in the experiments.

4.1 False Negative, False Positive Rate and Accuracy Evaluation

This section presents results from our experiments in terms of how the classi�ers
were able to accurately identify the value of normal and fraudulent transactions.
The false negative rate is the number of transactions that are fraudulent but
mistakenly classi�ed as normal, while false positive rate is the number of nor-
mal transaction that are mistakenly classi�ed as fraudulent. Fig. 1 shows the
comparison with 10-fold cross validation of the training and test data variations:



Fig. 1. False Negative Rate (FNR) of
the di�erent classi�ers

Fig. 2. False Positive Rate (FPR) of
the di�erent classi�ers

Fig. 3. Accuracy of the di�erent classi�ers

Fig. 1 compares the false negative rate for the three classi�ers. The false neg-
ative rate for LR and CBR declined suddenly as percentage ratio for the training
dataset was increased, while NN declined steadily. Also, the false negative rate
for both LR and CBR suddenly increased dramatically when 70% of the dataset
was used for the training and continued to decrease as the percentage ratio is
increased. Therefore, NN has shown a better performance in correctly classifying
fraudulent transactions.

Fig. 2 compares the false positive rate for the three classi�ers. The false pos-
itive rate suddenly increased dramatically for the three classi�ers when 50% of
the dataset was used for the training, continued to decrease as the percentage
ratio is increased to 70% for LR and NN. While on the other hand after the
sudden increase at 50%, the false positive rate for CBR decreased steadily as
the percentage ratio is increased. Therefore, LR and NN has shown better per-
formance in correctly classifying normal transactions. Fig. 3 shows results from
the comparison of the classi�cation accuracy for the three classi�ers. In over all,
the results obtained shows that LR has a better performance in fraud detection
with steady increase as the percentage ratio is increased compared to NN and
CBR.



4.2 Precision, Sensitivity and Speci�city Evaluation

This section presents results from our experiments comparing the performance of
Logistic regression (LR), Neural network (NN), and Case-based reasoning (CBR)
classi�ers developed from 10-fold cross validation of the training and test data.
Results are shown in Fig. 4, Fig. 5 and Fig. 6 for the performance evaluation
metrics used in measuring classi�cation performance. The performance was mea-
sured on the problem of measuring classi�cation performance, while balancing
the trade-o� for the class imbalance in the results.

Fig. 4. Precision of the di�erent classi-
�ers

Fig. 5. Sensitivity of the di�erent clas-
si�ers

Fig. 6. Speci�city of the di�erent classi�ers

From Fig. 4, Fig. 5, Fig. 6 respectively it can be seen that variation of the
percentage ratio for the training dataset has signi�cant in�uence on the behavior
pattern of the various performance metrics used. Case-based reasoning shows a
low precision, sensitivity and speci�city rate as the percentage ratio for the
training dataset in increased. It can be observed that LR shows overall better
performance. The steady increase in the sensitivity of LR as the percentage ratio
for the training dataset was increased indicates that LR classi�er maintained
a similar ranking of cases, irrespective of the level of under sampling of non-
fraudulent cases in the training data.



5 Conclusions

In this paper we proposed a Multi-intelligent Fraud Detection System using
logistic regression (LR), neural network (NN), and case based reasoning (CBR).
To prove the e�ciency of our method, we used synthetic simulated data in
evaluating their performance. The recognition performance shown by Logistic
regression classi�er is better compared to NN and CBR, with a steady increase
in precision, sensitivity and speci�city as the percentage ratio for the training
and test data was varied.

During the analysis, it was observed that the data set used is characterized
with Linearity, incomplete information, fuzziness and uncertainty which could
be due to the sensitivity, legal, corporate and societal impact of the having con-
�dential information such as this in the public domain. These makes it di�cult
in exploring most fraud detection issues in greater depth, particularly with focus
on tracking and monitoring transaction sequence with the intent of identifying
the similarities and characteristics of di�erent types of fraud using controlled
experiments. Therefore, we can reach a conclusion in addition to the suggestion
made by [8] that part of the reason why there are few research in applying CBR
to the context of detecting �nancial fraud patterns can be due to incomplete
information, fuzziness and uncertainty in the available data sets used for exper-
imentation. For the future work, we plan to model some of the fuzziness and
uncertainty to create a knowledge pool of di�erent types of Fraud patterns and
apply CBR in computing the similarities and characteristics of the constructed
case base using controlled experiments.
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